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Abstract: One of the main tasks solved in the development of automatic control systems is the identification of the control object, 
which consists in obtaining its mathematical description. The nature and type of the mathematical model is determined by the goals and 
tasks for which it will be used. In the present case, the aim of obtaining the model is the synthesis of an automatic control system. 
Proceeding from the requirements of control problems, the identification problem consists in determining the structure and parameters 
of the mathematical model that ensure the best similarity of the model and object responses to the same input action. The article 
considers the experimental method of obtaining a mathematical description of the control object based on the results of measuring its 
input and output parameters and then processing the obtained results. The control object is the EP10 emulator made by the Oven 
Company, which is a miniature furnace. The emulator is used in experimental research in the process of commissioning using thermostat 
controls, and also applicable for educational purposes as part of training and research stands. As a result of structural identification with 
subsequent adjustment of the coefficients with the help of parametric identification, a model of the control object in the form of a second 
order aperiodic link is obtained. Parameters and type of the mathematical model allowed to make calculations and determine the 
parameters of adjustment of the TRM251 PID-controller. The software implementation of the automatic control system in the MatLAB 
environment made it possible to evaluate transient processes in a closed system. Thus, the calculation and analysis of the automatic 
control system in the first approximation were made. The final result can be obtained at the stage of commissioning the automatic 
temperature control system in the EP10 emulator using adaptation algorithms. 
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INTRODUCTION 

To build an automatic process control system, it is 
necessary to know its general properties as a control 
object, from which the control conditions are 
determined. These properties are determined on the basis 
of the development of a mathematical model [10, 12]. 
The control object is characterized by certain properties. 
The relationship between the steady-state input and 
output values of the object is determined by the static 
characteristics. By their form, the control object is 
classified as linear or non-linear. The time behavior of 
an object with a change in the input action is described 
by the dynamic characteristics. Most real objects are 
characterized by a delay time [7]. 

The automatic control theory along with methods of 
synthesis of systems includes methods of identification 
and assessment of the process state. In practice, the 
solution of the identification problem with an accuracy 
sufficient to synthesize an effective automatic control 
system is a complex procedure, its implementation is 
carried out using expert decisions taken by the 
experimenter. To obtain an approximate solution, by 
which the automatic control system can be calculated in 
the first approximation, the engineering practice uses 
methods considered in this article.  

The choice of the identification method depends on 
the self-tuning property of the control object. The output 
signal of a control object having the self-tuning property 

asymptotically increases or decreases to a new level with 
a step change in the signal at its input. For objects that 
do not have the self-tuning property, the action of the 
step signal at its input results in a linear increase in the 
output signal. Objects with self-tuning are called static; 
objects without self-tuning or with zero self-tuning are 
called astatic. Electric furnaces represent a classic 
control object with self-tuning. 

Electric resistance furnaces are widely applicable for 
heat treatment of products in various industries: 
metallurgy, power engineering, metalworking, ceramics, 
glass industry, etc. The use of an automatic control 
system for heat treatment makes it possible to improve 
the quality of products and to facilitate the work of 
operating personnel [6]. The use of modern automation 
technologies and new methods of automatic control 
significantly reduces the cost of repair and maintenance 
of process equipment, contributes to the economic 
benefit due to the rational use of energy resources due to 
the optimal process control.  

The purpose of this article is to describe the 
application of structural and parametric identification 
methods in the study of the EP10 furnace emulator as 
part of the training and laboratory stand and use the 
results obtained to calculate the controller parameters. 

 
MATERIALS AND METHODS 

The training and laboratory stand on the basis of the 
EP10 furnace emulator and the TRM251 single-channel 
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programmable PID controller from the OVEN company 
was created at the Department of Automation of 
Production Processes and Automated Control Systems. 
The emulator is a miniature furnace, which is heated by 
the heat released by the resistance when electric current 
passes through it. The heater power does not exceed 
10W. Temperature is measured by a built-in resistance 
temperature detector (RTD) with a graduation of Cu50. 
The emulator has a convenient case with a transparent 
cover and is used for experimental research in the 
process of commissioning using thermostat controls, and 
also applicable for educational purposes as part of 
training and research stands. 

TRM251 PID controller has two universal inputs, to 
which the most common types of sensors are connected, 
including RTD. In normal mode, the controller performs 
single-channel control according to the indications of the 
main sensor. If the main sensor fails, the backup sensor is 
automatically turned on. The controller allows to control 
the object with high accuracy, thanks to PID control. The 
instrument gives the output power value, aimed at 
reducing the deviation of the current value of the 
controlled value from the setpoint. In the PID controller, 
the principal point is a smooth change in the heater power. 
However, considering that most of the real objects 
(furnaces, boilers, presses) have a high thermal inertia, it 
can be said not about the mathematically smooth change 
in the heater power, but about the change in the average 
power. Therefore, to control the temperature, the 
instrument generates a PWM signal on two discrete 
outputs, which is fed to the heater (resistor). In this case, 
the power of the heater varies from 0 to 100% due to a 
change in the duration of its activation [6]. The TRM251 
also implements the PID auto-tuning function. 

The methods of automatic control theory make it 
possible to describe the object of research in the simplest 
case in the form of a one-dimensional object whose 
input is acted upon by a variable characterizing a control 
parameter, and at the output - by a variable 
characterizing some indicator of the process. The 
problem of identifying such an object for the purpose of 
constructing automatic control systems is to determine 
the characteristics in the form of adequate mathematical 
models in the operating range. 

Modern identification methods use a combination of 
analytical and experimental methods. This is due to the 
fact that a purely analytical approach in many cases does 
not provide a mathematical model that is sufficiently 
appropriate to the real control object. Therefore, the 
combined approach, when the general form of the 
mathematical description is determined analytically, and 
the values of the coefficients corresponding to a specific 
control object are determined experimentally is the most 
effective [1, 13, 17]. 

At the stage of structural identification of the object, 
we apply an analytical approach, when the choice of the 
structure of the model is carried out based on the results 
of the experiment or other a priori information about the 
object. When solving problems of structural 
identification, as a rule, linear models of the control 
object are used in the form of a transfer function. The 
most frequently chosen model is a model consisting of 
successively incorporated aperiodic links and a transport 
delay link. Moreover, sufficient accuracy of solving the 

identification problem is achieved by using one or two 
aperiodic links. Thus, the transfer function W(S), 
reflecting the behavior of the control object, can be 
written in the form of a transfer function of a first-order 
aperiodic link with delay (1), a second-order aperiodic 
link (2) or a second-order aperiodic link with delay (3). 
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where k is a gain; Т, Т1, Т2, Т3, Т4 are time constants; τ is 
a delay time; S is the Laplace variable. 

At the stage of parametric identification in 
engineering practice, a time method got widespread use, 
which reduces to the experimental determination of the 
transfer characteristic or the transient response curve. At 
the beginning of the experiment, the object is brought to 
a steady state. After this, the input value is step-like 
changed by 10-15% of the maximum permissible input 
value. The experiment is considered complete when the 
output value reaches a new steady state value for objects 
with self-tuning. During the experiment, special 
attention is paid to the synchronization of registrations of 
the input and output values. The resulting curve is 
processed by the "tangential method", which makes it 
possible to determine the transfer function parameters. 

The problem of parametric identification of a control 
object is to determine the parameters of its mathematical 
model, which ensure the greatest similarity of the reactions 
of the model and the object to the same input action.  

To do this, we first need to derive equations for the 
dependence of the output signal on the input signal, called 
in the control theory practice [11, 15] the step response h(t), 
which have the form for a first-order aperiodic link with 
delay (4), for a second-order aperiodic link (5) and for a 
second-order aperiodic link with delay (6). 
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The simplest similarity criterion q is the modular 
criterion (7): 

 

)()( tYtyq  ,                          (7) 
 

where y(t) – experimental value of the output variable of 
the control object; Y(t) – value of the output variable of 
the control object model. 
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Since the experiment results are most often 
represented as an array, the following similarity criterion 
notation is used: 
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where yi(t) – experimental value of the output variable of 
the control object in the i-th point; Yi(t) – value of the 
output variable of the control object model in the i-th 
point; n – dimension of the experimental data array. 

With a normal distribution of the random error of the 
experiment, the use of the quadratic criterion gives the 
greatest accuracy: 
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If it is necessary to highlight the significance of some 
points in the array of experimental results, a weighted 
criterion is used: 
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where di – weighting factor, determining "weight" of the 
i-th point. 

In order to intercompare these similarity criteria, it is 
necessary to rewrite them in a relative form: 
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where yust  – steady-state value of the output variable 
with t →  (for the normalized values yust = 1). 

The target values of the parameters of a model of the 
object described by a first-order aperiodic link with 
delay are the delay time  and the time constant Т. For a 
model described by a second order aperiodic link these 
values are the time constants Т3 and Т4 (or Т1 and Т2). 
For a model described by a second order aperiodic link 
with delay these values are the time constants Т3 and Т4 
(or Т1 and Т2) and the delay time . The transfer 
coefficient k in static objects does not require 
adjustment, it is calculated in advance with t → . 

The target values are determined by minimizing the 
similarity criterion. This minimum should be close to 
zero, and ideally it is zero. I.e. the problem of parametric 
identification is optimization, in which the criterion of 
optimality is the similarity criterion of the control object 
and its mathematical model. 

To adjust the parameters of the control object model, 
several methods can be identified [2, 9]. Among them, 
various scanning methods and some gradient methods 
are used most often. Since the initial values of the 
parameters cannot be precisely determined, it is 
desirable to use "rough" methods in the first stage of 
parametric identification, but with a large range of 
values for the parameters of the control object model. 
The scanning method with constant step is the best 
suitable for this purpose. The scanning method is in no 
way connected with the presence of local optima of the 
objective function.  

Adjustment of the obtained values can be done either 
by scanning with decreasing step, or by one of the 
gradient methods.  

The general disadvantage of gradient methods in 
optimization is that they all “get stuck” in the nearest 
local optimum, in the region of attraction of which the 
chosen initial point of descent falls. The second and 
more significant disadvantage in this case is that they are 
applicable only to "smooth" functions. The use of the 
gradient method showed that it cannot be used to find 
the optimal value of the similarity criterion. This is due 
to the fact that it cannot be attributed to "smooth" 
functions. Theoretical data are compared with an 
arbitrary set of experimental data, which does not give a 
smooth connection of its closest values.  

In this regard, the best option as an adjustment is the 
use of the scanning method with decreasing step. 

The main advantage of the scanning method is that 
when using it with a sufficiently "dense" arrangement of 
the points being examined, finding of a global optimum 
is always guaranteed, since the entire range of variation 
of the independent variables is analyzed. Another 
advantage is the independence of search from the type of 
optimized function. 

The disadvantage of the method is, first of all, the need 
to calculate the values of the target function for a larger 
number of points. This should ensure that the optimum will 
not be missed when applying this search method. 

The simplest algorithm for searching for an optimum 
is the scanning method, sometimes called the search 
over a grid of variables, is that increments are given for 
each independent variable in the appropriate order, 
ensuring that the entire region of variation of these 
variables is filled with a uniform and sufficiently dense 
grid. In the simplest case of two variables х1 and х2, 
scanning is reduced to viewing the optimality criterion 
values with a given value of one variable х2 for a number 
of values of the other х1, which are defined as spaced 
apart by the step size х1 for the variable х1. After the 
whole range of variation of the variable х1 for a given 
value of х2 is investigated and the minimum value of the 
optimality criterion is found for it, the value of the 
variable х2 also is changed by the amount of some step 
х2 for this variable and so on. A graphical 
representation of the scanning search for two variables is 
shown in Fig. 1. 

 

 
 

Fig. 1. Search pattern in the scan method. 
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For an arbitrary number of independent variables, the 
step for each next variable is performed after the cycle 
for the previous one is completed. 

Additional restrictions on independent variables 
essentially do not complicate the procedures for using 
the scanning method, since in this case the points that do 
not satisfy the given conditions are simply excluded 
from consideration and the value of the optimality 
criterion in them is not calculated. The presence of 
additional constraints on independent variables even 
speeds up the solution of the problem if, of course, these 
constraints are not specified in the form of difficult 
computations, since the possible range of variation is 
narrowed and the optimality criteria are calculated with a 
smaller number of points. 

It is not difficult to obtain an estimate of the 
computational costs when applying the scanning 
method. So, in case of finding the optimum of the target 
function under the condition that the accuracy of 
determining the position of this optimum is , that is, the 
target values of the normalized variables should not 
differ from the true position of the optimum by an 
amount greater than , the number of calculated values 
of the target function will be  
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where n is the number of independent variables of the 
problem being solved (the dimension of the problem). 

To find the optimum of a function of two variables 
(n = 2) with an accuracy of  = 10-3 using formula (12), 
we find: 
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To find the optimum of a function of three variables 
(n = 3) with the same accuracy, we obtain: 

 

9
3

3
10

10

1







 S                      (14) 

 

Thus, the number of calculations of the optimality 
criterion in determining the position of the optimum of 
the scanning method increases in the exponential 
dependence on the dimension of the problem being 
solved. Therefore, the effective application of this 
method is mainly limited to problems of low 
dimensionality n = 2 ÷ 3, if the simplest search 
algorithm, considered above, is used to find the optimum 
with low accuracy.  

There are various modifications of the scanning 
method, used mainly to reduce the amount of 
calculations. One of such modifications is the use of an 
algorithm with a variable scan step. Initially, the step 
size is chosen to be sufficiently large, possibly much 
greater than the required accuracy of determining the 
position of the optimum, and a rough search is 
performed that localizes the region of the global 
optimum. After the area is defined, a search with a 
smaller step is performed only within the specified area. 
In practice, it is possible to organize a whole series of 
such procedures of successive adjustment of the 

optimum. After the area is defined, a search with a 
smaller step is performed only within the specified area. 
In practice, it is possible to organize a whole series of 
such procedures of successive adjustment of the 
optimum. The required volume of calculation of S values 
of the target function is substantially reduced and can be 
calculated by the formula:  
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where n – the problem dimension;  – accuracy of 
optimum determination; r – number of search 
adjustment steps on which the search step is reduced by 
k times. 

The initial step of the grid of variables Δ0 in this case 
is determined by the formula: 
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For example, when searching for an optimum of a 
function of two variables (n = 2) with accuracy  = 10-3, 
using two stages of step size adjustment (r = 2) in k = 10 
times, that is, with initial step 0= 0,1, the required 
amount of calculations is: 
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This reduces the amount of calculations by more than 
1000 times compared to scanning with a constant step. 
For a function of three variables (n = 3), respectively, it 
is possible to find: 
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That is, the gain in comparison with the application 
of a constant step is even more significant. 

Fig. 2 shows a variable-step search for a function of 
two variables. The circle indicates the true position of 
the optimum, and the cross indicates the approximation, 
found as a result of rough search. 

 

 
                        

Fig. 2. Search pattern in the variable-step scan method. 
 
The most important point when using the variable-

step scanning method is to select the initial rough search 
step. If the initial step size is chosen too large, there may 
be a risk of missing the global optimum. If the initial 
step is chosen too small, the amount of calculations 
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required for the search may be large. When choosing the 
size of the initial step, information about the behavior of 
the target function, the presence of local extremums, etc. 
can be of considerable help. 

Along with the choice of the initial step of scanning 
is the task of determining the search boundary for each 
of the variables. The correctness of the choice of the 
boundary depends on the accuracy of the input of the 
initial values of the unknown variables. This problem is 
solved in two stages. At the beginning, the left boundary 
is approximately determined by 10-fold decreasing the 
initial value, and the right boundary is approximately 
determined by 10-fold increasing the same initial value. 
In the future, if at the first scan with a constant step the 
desired point appears on some boundary, then before 
using the method of scanning with variable step, the 
boundary is increased (or decreased) two times and the 
scan is repeated in the indicated direction. This 
procedure is repeated until the minimum of the similarity 
criterion is located on any boundary. 

 
RESULTS AND DISCUSSION 

As a result of the analysis of the EP10 emulator, its 
structural diagram as a one-dimensional control object is 
formed (Fig. 3). 

 

 
 

Fig. 3. Structural diagram of a one-dimensional control 
object. 

 
The power (%) output by the TRM251 PID 

controller is selected as the input control action u(t). The 
output parameter y(t) is the air temperature in the 
"furnace" (°C). 

In order to obtain the transient response 
characteristic, an experiment was carried out. The 
control object is brought to the full operating range in 
the manual mode. Then the output parameter is 
stabilized at a value of 50 °C, after which a 30% power 
action is introduced. The obtained graph of the transient 
response characteristic was processed by the “tangential 
method”, which allowed obtaining the parameters of the 
transfer functions (1), (2) and (3).  

The parameters of the transfer functions were refined 
with the help of a software that implements methods for 
the numerical solution of the optimization problem. The 
adjustment results are presented in Tables 1, 2 and 3. 

When the transient response characteristic of the 
control object is approximated, the best result is 
provided by the quadratic criterion – in the case of an 
aperiodic link of the first order, and a weighted criterion 
– in the case of an aperiodic link of the second order. 
The analysis of the results of parametric identification 
(Tables 2 and 3) allows to say that there is no delay 
when the control object is approximated by a second-
order aperiodic link. Therefore, the transfer functions (1) 
and (2) are chosen as the basic mathematical models. 
The transient response curves of the control object 
described by a first-order and a second-order aperiodic 
links with delay are shown in Fig. 4. 

Table 1. Parameters of the transfer function of the 
control object in the form of a first-order aperiodic link 
with delay (1) 

 

Transfer function 
parameter 

Similarity criterion 

modular quadratic weighted 
k, °С/% 1.15 
Т, min 3.12 3.21 3.23 
τ, min 0.75 0.63 0.63 

Similarity 
criterion value 

2.63 0.11 0.12 

 
Table 2. Parameters of the transfer function of the 
control object in the form of a second-order aperiodic 
link (1) 

 

Transfer 
function 

parameter

Similarity criterion 

modular quadratic weighted 
k, °С/% 1.15 
Т1, min 3.84 3.76 4.12
Т2, min 1.82 1.96 0.99
Т3, min 3.29 3.13 0.26
Т4, min 0.55 0.63 3.86

Similarity 
criterion value 

1.89 0.07 0.01 

 
Table 3. Parameters of the transfer function of the 
control object in the form of a second-order aperiodic 
link with delay (1) 

 

Transfer 
function 

parameter 

Similarity criterion 

modular quadratic weighted 
k, °С/% 1.15 
Т1, min 3.83 3.80 4.08 
Т2, min 1.88 1.90 0.88 
Т3, min 3.25 3.20 0.23 
Т4, min 0.58 0.60 3.85 
τ, min 0 0 0.03 

Similarity 
criterion value

1.90 0.07 0.01 

 

 
 

Fig. 4. Results of parametric identification of the control 
object: 1 – experimental values; 2 – transient response 
curve of the control object, described by a first-order 
aperiodic link with delay; 3 – transient response curve  
of the control object described by a second-order 
aperiodic link. 
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The first-order model gives a too rough 
approximation to the object under consideration. On the 
transient response curve, there is a zone of pure delay, 
which is not characteristic for small control objects, 
especially in the training and research stand, since the 
output parameter begins to change almost immediately 
after the start of the action of the input variable.  

A second-order model describes the control object 
more accurately. There is no pure delay zone. The total 
delay is determined only by a capacitive delay, which is 
more typical for a real object. In this case, the transient 
response curve accurately approximates the initial 
section of the experimental data. 

The transfer function (19) is selected as the basic 
mathematical model of the EP10 furnace emulator. 
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The properties of the control object are determined 
by the results of its identification [7, 8]. Proceeding from 
the obtained transfer function, we can say that the object 
has the property of self-tuning. However, it is affected 
by environmental disturbances. At the same time, the 
stabilization of the output parameter can take a 
considerable time, for which, although it stabilizes, it 
can reach an unacceptable value. In this case, for the 
optimal flow of the process, the required parameter 
should be adjusted. 

Identification of the control object is the initial step 
in the design of the automatic control system [4, 14]. In 
particular, the problem of choosing the control law is 
solved based on the ratio of the delay time τ to the time 
constant of the object T (20) in accordance with the 
values of Table. 1. 

 

2.0
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63.0


T

                            (20) 

 

For ratios ≥ 0.2, it is advisable to select a continuous 
controller. The settings of the automatic controller can 
be determined on the bases of parameters of the transfer 
function of the control object [2, 5, 16]. In general, the 
transfer function of the PID controller is represented by 
the relationship (21). 
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where kc – controller gain; Тi – integration time;  
Тd – differentiation time; Тia – integral action time;  
Тda – derivative action time. 

Let us use a special software, which involves an 
approximate calculation of the controller, and calculate 
the settings of the controller, which provides a stable 
control process in a closed system. The results of the 
calculation are given in Table. 4. 

Control process charts allow to speak about stability 
of the automatic control system as a whole. The choice 
of the controller settings depends on the control quality 
requirements [3].  

Software implementation of the mathematical model 
of the training and research stand (Figure 5), including 
the control object model (Transfer Fcn) and the 
controller model (PID Controller), is performed in the 
MatLAB environment. The curves temperature control 
processes of the EP10 emulator are obtained with the 
help of the TRM251 PID controller (Fig. 6). The curves 
show the response of the system to the step input action. 

Thus, the article reflects the main stages and methods 
of structural and parametric identification using the 
example of a real object – the EP10 furnace emulator. 
Parameters of the TRM251 PID controller, which allow 
to realize automatic regulation of the furnace 
temperature, are obtained. The software implementation 
of mathematical models of the control object and 
controller makes it possible to evaluate the behavior of a 
closed automatic control system. The known adaptation 
algorithms can be helpful to obtain controller settings for 
controlling a real object. 

 
Table 4. TRM251 PID controller parameters  

 
Typical 

control law 
Controller setting parameters  

kc, %/ºС
 

Тia, min Тda, min 
PI-law 9.004 1.088 - 

PID-law 28.510 0.492 0.123 
 

 
 

Fig. 5.  Software implementation of the mathematical 
model in the MatLAB environment: Step – block of step 
input action; Transfer Fcn is a second- order aperiodic 
link; PID Controller – PID controller; Scope – the chart 
field. 
 

 
 

Fig.6. Temperature control process charts: 1 – PI control 
law; 2 – PID control law. 
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